Supposing there is a disease which we think apriori occurs in 2/3rds of a population people then assuming 50% who have the disease die and 50% of those who do not have the disease also die.

         HAVE DISEASE (A1=2/3,1/2)                DON’T HAVE DISEASE (A2=1/3,1/2) PRIORS

75% die     25% survive      

       50% die  
50% survive LIKELIHOOD
B1=0.75      B2=0.25             

        B1=0.5      
B2=0.5

  A1=2/3          0.5            0.167 


  A1= 1/2     (0.375)        (0.125)	








P (Death) 


= probability of a death in a disease case + probability of a death in a on-disease case


= 100(0.5+ 0.167) = 67%    





So two-thirds of  cases would result in a death assuming two-thirds of cases were likely to have the disease.





Now suppose we change our prior beliefs and think that the chance of having the disease is reduced to 50%. Then working through as above we get the probabilities in brackets and P(Death) = 100(0.375 + 0.25) = 63% < 67% since fewer people are thought apriori to have the disease which has a higher risk of death than those without the disease.





So changing our prior beliefs will influence our posterior probabilities. In the two Bayes examples in this article we have used the following two rules:





P(Bk | Ai) P(Ai) = P(Bk) and P(Ai|Bk) = P(Bk | Ai) P(Ai) / P(Bk) 


 i





A2=2/3       0.167               0.167 


A2=1/2      (0.25)              (0.25)








P (Normal given an (incorrect) positive test result) 


= proportion of positive test results which are from normals


= 294/(294+190) * 100 = 61%    





So 61% of positive results from the test are incorrect!








