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Diagnostic studies – re-cap 
• Effective medical treatment usually depends on 

accurately diagnosing a patient’s condition 

– Tests can take many forms 
 

• The purpose of a diagnostic test is to perform a 
specific function, in a specific population that is 
believed to have a specific condition 
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Presentation Notes
Diagnostic tests can take many forms – observations of the presence or absence of clinical signs and symptoms, a biochemical assay of a tissue, a questionnaire, a reading of a radiographic image, changes in electrical potentials, the appearance of cell types, and so on



Uses of diagnostic tests 
• Diagnostic tests subserve one of 5 functions  

– Screening test   

– Routine test 

– Test used to establish a diagnosis 

– Staging test 

– Monitoring test 
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Screening tests performed on apparently healthy, asymptomatic people e.g. Blood pressure measurement
Routine tests performed as part of a battery of tests
Tests used to establish a diagnosis are ordered specifically to identify or rule out a condition e.g. biopsy of intestinal polyp
Staging tests are used to characterise the nature or extent of medical conditions, especially malignancies
Monitoring tests are used to track a patient’s progress over time e.g. blood sugar monitoring in diabetes



Formulating diagnostic questions 

• Similar to the well known PICO model 

– Population 

– Index test 

– Reference test 

– Outcome 
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Presentation Notes
A clear research question is the starting point for any research project because it guides the  development  of  the  research  design  and  protocol



The 2 x 2 table 
• For each study: 

Reference test +ve 
(disease/condition 

present) 

Reference test –ve 
(disease or condition 

absent) 

Index test    +ve True positive (TP) False positive (FP) 

Index test    -ve False negative (FN) True negative (TN) 

True positives = known patients  False positives = stigmatised people 
 False negatives = ‘stealth’ patients   True negatives = relieved people 
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Appearances to the mind are of four kinds: things either are what they appear to be; or they neither are not appear to be; or they are and do not appear to be; or they are not, yet appear to be. Rightly to aim in all these cases is the wise man’s task 

Epictetus 2nd century AD



Summary measures 
• Paired (and related) measures 

– Sensitivity & specificity 
– PPV & NPV 
– Likelihood ratios (for positive & negative test) 
 

• Single measures 
– Diagnostic odd ratios (DORs) 
– Area under the curve (AUC) of summary Receiver 

Operating Characteristics (sROC) plots  
 



Summary measures (contd) 
Reference test 

+ve 
Reference test 

-ve 
Total 

Index test 
+ve TP FP TP + FP 

Index test     
-ve FN TN FN + TN 

Total TP + FN FP + TN TP+FP+FN+TN 

 
 

Sensitivity          
TP/TP + FN 

Specificity     
TN/FP + TN 

LR for positive test result = [TP/(TP+FN)]/[FP/(FP+TN)] =  sensitivity/(1-specificity)   

LR for negative test result = [FN/(FN+TP)]/[TN/(TN+FP)] = (1-sensitivity)/specificity  

 

PPV = TP/TP + FP 

NPV = TN/FN + TN 
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Sensitivity is the ability of the test to make the correct diagnosis in those with the disease i.e. the proportion of those with the condition who get a +ve result from the index test

Specificity is the ability of the test to exclude the diagnosis correctly in those without the disease i.e. the proportion of those without the condition who get a -ve result from the index test

Predictive values provide information about how likely it is that the individual has or does not have the disease, given his/her test result.

Likelihood of positive test when disease is present=TP/(TP+FN)
Likelihood of positive test when disease is absent =FP/(FP+TN)
LR for positive test result =[TP/(TP+FN)]/[FP/(FP+TN)]

Likelihood of negative test when disease is present=FN/(FN+TP)
Likelihood of negative test when disease is absent =TN/(TN+FP)
LR for negative test result =[FN/(FN+TP)]/[TN/(TN+FP)]




What do they really mean? 
• For example, sensitivity = 95% and Specificity = 99%.  

 
Sensitivity of 95% means that of those with disease, 95% tested positive and 5% tested 
negative (i.e. 5% had a false negative result). 

 
Specificity of 99% means that of those without disease, 99% tested negative and 1% tested 
positive (i.e. 1% had a false positive result). 

 

• For example, PPV = 93% and NPV = 90%  
 
PPV of 83% means that 83% of those with a positive test have the disease/condition 

 
NPV of 90% means that 90% of those with a negative test result do not have disease 

 
•  Note that 

– A sensitive test is a good ‘rule out’ test        (Snout)                                                                  
i.e. a negative result of a sensitive test is likely to indicate no disease    (low FN rate) 

 
– A specific test is a good ‘rule in’  test            (Spin)                                                                 

i.e. a positive test result of a specific test is likely to indicate disease     (low FP rate) 
 
– predictive values vary highly with disease prevalence therefore should not be pooled in a 

meta-analysis 

 



Likelihood ratios 
• Positive and negative likelihood ratios describe the 

discriminatory properties of positive and negative tests 
 

• How much more likely particular test results are in 
patients with disease than in those without disease 

 

– LR+   >10   and  LR-    <0.1 conclusive evidence 
– LR+   5-10  and  LR-  0.1-0.2 strong diagnostic evidence 
– LR+    2-5   and  LR-  0.2-0.5  weak diagnostic evidence 
– LR+    1-2   and  LR-   0.5-1  negligible evidence 

(Jaeschke 1994) 
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Likelihood of positive test when disease is present=TP/(TP+FN)
Likelihood of positive test when disease is absent =FP/(FP+TN)
LR for positive test result =[TP/(TP+FN)]/[FP/(FP+TN)]

Likelihood of negative test when disease is present=FN/(FN+TP)
Likelihood of negative test when disease is absent =TN/(TN+FP)
LR for negative test result =[FN/(FN+TP)]/[TN/(TN+FP)]



Interpreting Likelihood ratios 



Meta-analysis?  
• 2 or more clinically similar studies 
 

– spectrum 
 

– thresholds 
 
 

• Fixed effects model vs random effects model 
 

– FEM - all studies detect the underlying common effect 
 

– REM - heterogeneity between studies 
 

– If presence of clinical or statistical heterogeneity - use REM 
 

– If in doubt - use REM 
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Differences in patient selection criteria alter spectrum of disease and non disease in population
The result arising from a diagnostic technology may either be binary or continuous. Binary outcomes are expressed as either positive or negative, although in practice the outcome may be indeterminate as well. For continuous outcomes, a judgement is required in setting at what cut-off value or threshold is defined as positive.
Pooling studies with different test threshold will give summary measures for an average of the threshold- ?clinically meaningful
Fixed model assumes all studies detecting underlying common effect
Random effects model allows for variation in actual test accuracy or heterogeneity between studies and describes the average test accuracy



Forest plot 
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Pooled Sensitivity = 0.96 (0.94 to 0.97) 
Chi-square = 31.22; df =  19 (p = 0.0382) 
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Specificity (95% CI) 
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Chi-square = 208.79; df =  19 (p = 0.0000) 
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Heterogeneity 
• Heterogeneity is present if: 

– Chi square p <0.05  
– I2 >33%  
 

• I2 >66% = significant heterogeneity 
 

• Sources of heterogeneity: 
– Study design and conduct 
– Population spectrum 
– Test technology/execution 
– Chance 
 



ROC Curve  
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Area Under the Curve 

(AUC) 
 

Ranges between 0.5 - 1 
 

The greater the better 
 

Unuseful test AUC = 0.5 
 

Perfect test AUC = 1 
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To visualize the effect of threshold on the estimated sensitivity and specificity, investigators often plot a Receiver Operator Characteristic (ROC) curve, where the probability of true positives (Sensitivity) is plotted on the y-axis vs the probability of false positives (1-Specificity) on the x-axis



Summary ROC plot 
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Statistical packages 
• Simple to use and freely available  

– Meta-DiSc 
– RevMan 
– Meta-Analyst 
 

• Packages requiring more skills 
– R 
– SAS 
– STATA 
– Win-bugs 



Pooling sensitivity and specificity 

• Sensitivity and specificity are 
– related to each other 

 

– affected by spectrum, but not by prevalence  
 

• Pooling should only be done in the absence of the 
threshold effect 
 

– ROC plot 
 

– Tests of heterogeneity 
 

– Spearman correlation 
 

• Independent pooling of sensitivity and specificity may  
underestimate accuracy (Shapiro 1995) 
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Presentation Notes
One way to summarize the performance of a diagnostic test from multiple studies is by an average sensitivity and specificity. Such summaries can be misleading, however, if there is heterogeneity among the studies, and, unfortunately, tests used to detect heterogeneity lack power (Midgette et al., 1993). 

In addition, because the sensitivity and specificity within a study are inversely related and depend on the threshold, using the average sensitivity and average specificity as summary statistics is not likely to be an adequate representation of the data

Tests of heterogeneity (chi-square test, as both sens/spec simple proportions)
Spearman correlation - look for strong negative correlation

Note that tests for heterogeneity and correlation have low statistical power



Threshold effect: What does it mean? 
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Non disease 

0 1 2 3 4 5 6 

Disease 

+ - 
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Diagnostic tests are widely used in medicine to determine disease status, e.g.
to determine whether a disease is present or absent, and commonly the test is based
on an underlying (perhaps latent) continuous outcome for which values above a
specified threshold are regarded as indicative of disease. As the decision threshold
varies, there is a trade-off between sensitivity and specificity.




Threshold effect: What does it mean? 

Non disease 
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Disease 
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sen = TP / (TP + FN) 
spec = TN / (TN + FP) 

 ↑ sen = TP / (TP + FN) 
 ↓ spec = TN / (TN + FP) 
 ↓ sen = TP / (TP + FN) 
↑ spec = TN / (TN + FP) 
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Variation in the value set for the threshold results in changes in the sensitivity and specificity. Setting a more stringent threshold for a test to be called positive means some people with the disease may not be diagnosed. Such results are termed ‘false negatives’ – people in whom the negative diagnosis is in error. Conversely with a more lax threshold, a greater proportion of those diagnosed positive may not actually have the disease. These are ‘false positives’. People who have falsely been diagnosed as negatives are not be offered appropriate therapy and suffer the consequences of the disease until such time as they receive a correct diagnosis. Meanwhile, the people with false positive test results undergo unnecessary treatment, bear any negative consequences and gain no benefit.




Advanced techniques 

• Bivariate random effects meta-analysis 
 

• Hierarchical summary ROC curves (HSROC)  
 

– allow for the relationship between sensitivity and 
specificity 
 

– recommended in by Cochrane 
 

– Can be performed in R, SAS, Stata, Win-bugs 
 

– Bivariate output from these programs can be input 
into RevMan to produce summary statistics and 
figures 

 



In summary 

• Carry-out meta-analysis with 2 or more clinically similar 
diagnostic studies (population and test) 

 

• Decide on summary measures to be pooled – usually 
sensitivity & specificity, also LRs 

 

• Be aware of sources of heterogeneity – investigate and 
consider subgroup analysis 

 

• Consider bivariate meta-analysis 
 



If choosing one summary statistic rather than another can 
even occasionally affect the clinical judgement of 
physicians reading a published article, then scrupulous 
attention must be paid to the use of summary statistics in 
the medical literature 

 
Furrow, Taylor & Arnold 1992 



Thanks for listening 



Questions/discussion 
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